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. test (NRY) have implications for'psychometrié theory. One Qf these is the

' dichotomous, then misclassification is the primary kind of measurement

.

In the past decade, an increased aceeptance of the idterrelated

notions of behaviqyal objectives, individdalilzed instruction and mastery - //7

learping has given rise to neﬁlkinds‘of educational/tqsté: One of these
¥» o : ¥ .
new kinds of tests has as its purpogse the ‘efficient separation of the

sample of eﬁamiqees into two groups, often labeled "ﬁonmastery"'and ’

. R -
"Mastery." When there rg only two courses of action available to an

examinee .after this kind of test is taken, ({.e., stay in that instruc-
tional module,.or go on to studying the next bghavioral gbjective) these
two "scores" are the only two that need be reported. There is no purpose

snrved in’ further subdivision of the test scores; the dichotdmy is nec-

~

essary and sufficient. ' Such a test, composed of several items drawn

from a well-defined un&verse, measuring a single, narrow behavioral
. ’ - ¢ -
objective, and resulting in a dichotoﬁbus«plassification with reference .’

to a predetermined criterion level, is called a criterion-referenced test

B Wt

(CRT) in this paper.* : £ {~ LT

The differences between a CRT and the more familiar norm-referenced

fact that the variance of the scores obtained using a CRT need not be

> . . -
large. Also among these are the notions that 1f true score 1is considered

. . N . . ?’3
error associated with a QBTrégnd certaifi,other axioms on which.traditional * 7

'reliability is based are not satisfied. . I&,sum,.the purpose, desired score,

distributions, construction, outcomes, and mathematical underpinnings of

/ . ' . . . o

*
It is recognized that there are a number of writers who, with varying

degrees of vehemence, would disagree with this definition:-of a CRT.
"CRT" is merely used as a label for the kind of test described abgve.

. ' ' - : . |
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reliability for CRTs are not necessarily the same as for‘ﬂRTsJ‘ More- ™
° A

over, the meanings of reliability are, or should 4be, different. s ’
Whereas an NRT is‘reliaole insofar as an examinee receives the same

b - ‘ - v [y : .
score on two pdrallel sets of data, a-€RT should be reliable insofar as I v

/ , ¥ N

/ . . » .
the examinee reogiveé\the same ‘dichotomous categorization from the two -

- ? . » . N . {
data gg¢ts. But if ¢lassical reliabilvty estimates aﬁf inappropriate for

CRTB,’what should take their place? . @,
»
v .
. A number of authojs (Berger, 1973 Carver, 1970; Goodman & Kruskal
1954 Hambleton & Novick 1973) have suggested using a rather simple “~

dnal—administration (test—retest or}para&lel forms) coefficient‘for
P ‘ . "
CRT reliability. This index is frequently called the coefficient of agre%f
Vi * e ¥
ment*, and is the proportion of examinees classified simifarly on the twqi

/

v ’ . - -
test administragions. If + and - stand for the gwo classifications into" Y
. ] “\

4

which the examinees are dichotomized aﬁq the following four-fold contingency
i . A :

table' represents the results from the two test adminigtratibns:

‘

A N

+
o = |+
=]

£

‘ ' N ) .
". then the coefficient of agreement (here labeled P for simplicity) is /
A v

“Q
s

A+ D. . . . o
s : . )
s _ . o

But this coegficent is for two test administrations, requiring either a
Y

1) P =

-

" retest or garallel.forms. Can this same framewotk (proportion of

. \
N
3 . 1

‘ A .
Co en's kappa (Cohen, 1960) .has alse been called the "coefficient of
agreement” (Swaminathan et al., l974) ‘The indices are related, but
they are. not the saqs. : ‘

. .
«° Ja‘ ~ 4. 4 ' v |
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consistent classifications) yleld a CRT analogue to the familiar.

single administration index of internal consistency? A coefficient of

£ o
o Vg -

agreement calculated from splitting the test into halves would be sub-

: .
Ject to the sade criticism as were split—half methods with classical

R S

- reliability coefficients a few decades

4fo, i.e., the test split chosen
) | e .
: might yield unrepresentative results. \gé;:;er, a leag is suggested by

- ., )

the’ fact that the classical internal consistencey index was shown
(Cronbach, 1951) to be equal to the mean of all possible split-half
P .

reliabjlity coefficiéntst To make an analogy with Cronbach’s alpha,

Ay

. ¢
then, 1t} would seem fruitful to considef 'ar index equal to tue mean of
e ,

P / v .
all possible split-half coefficients of agreement. To extend the analogy
] “ [
further, this index. is labeled coefficient beta (8). g

.

\ .
The coefficient”

- . .
There are (n/2> =5 v possible test splits for an n~item test (where n
) ’
is even) i£ each half is cohsidered to be labeled (i.e., for a two—item

4 . test the split 1/ 2 18 different from 2 / 1 ).y If.B is the mean of "all
. pessible split-half coefficients of agreement, then from (1),
-~
i ‘ i v ” [ ‘
' . L ‘ '
] B A s=1 'PS > ’ i’ . o -
3 & v ) . .
.2 11 At . , . Co
4 Vv 8=]1 N. ’, : )
) ) . ‘c.~ .
[l & . . ‘
., which can be rewritten ) ’ . . .
. v . . . .
. ) I (A +D) , " S
(2) B = -113 s=1 ° .° .

\) - /' ‘ [4




v N . - _ ,
1 Thus B is also the average (ovér persons) proportion (over test spiits)

of consistent classifications (+, + or -, -). '
‘i, It is shown in the appendix of this paper that for any person, the\
’ proportion of test splits which yield comsistent classif;cations is a
function of that person's total score, for a given number of items an& )
criterion level. For {nstapce;qfor a 20-item test and a criterion level

ofr 80%, a person with a score of 7 or lower will be classified consisténtly

(nonmastery/nonmastery) on all test splits, sifdce a score of at least 8

#8 needed to achieve mastery on a half-test. Likewise, a person with a

. score of 18 or more will be c}aésified similarly (mastery/maétery) for all
test splits. 6 Persons with scoles of from 8 to 17, however, are classified
consistently for some test spiits an& not for others--for example, a person

with a score of 12 will be classified similarly if the test split yields

o (4
-.,*

half-tég& scores of, say, 5 and 7, but not for splits which’ yield, say,

I4

9 and 3.
o
The computing formula fo¥ coefficient B is
b k-1 2k-2

©) B3| = £, + X £ .0 &-[k-1], k-1)
X=0 ) Xwk -

+k—l n
- s o0 0k Xk) + = f
\ X=2k ; X= Sk X

where N = the number of personms,

. X = a person's total score,

f -,the frequency of score X in the distribution of total scores,
k = the minimum of items on either half-test that must be :; |

answered correctly to dchieve a "mastery" classification on

that half-test,




o

n ~\§he number of items, and-

. bJ(X) (;“‘§b) : ' o J
bola,p) = S 7N 2nd) e . .
T ( n ) K ‘ :
n/y . . " 5
i.e.Afhe Yproportion of splits which Xield a half-test score of from
a to b inclusive, given a total score-of X. The derivation of this
- formula may be found iq'tﬁe appendix.

-

Some examples

a

A formula of this complexity is more suited to 4 computer than to
hand calculati;n, but some examples may clarify mat{ers. To keep compu-
tations relatdvely simple, the'f6ilowing cases are for 8 items, 10
examinees, and criterion level of 75%, yielding a cut—off score of 6
(and hence k = 3). .

Example 1. Consider the total écore,vector i*= (1,3,6,5,5,6,6,6;7,8).
yote that tﬂis score distfibution is unimodal, with most scores neat the
cut-off, and that half the examinees are classified "mastery” and half

"nonmastery.” " This is not the kind of score distribution one would normally

° hope for on a CRT. Then

-

1 f .

+ (f6¢6(3,3) +v(f7 + fB)]

-1 [(O+1+0)“+ 1-' : (3) ('2:3 1

0 | N +
. SR ) R )
k [6\ [8-6

/ . 3’(3)(1) F 1+ 1) /

/ | 6N
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1 3.10 3.10 66 20-2
_ |1t 50t t 70t T *? _
Y i J
- I% 14 .429 + .429 + .514 + 3(.571) + 2 ‘
1 - ' / ' o 2 .
‘ -2 [6.085) | - B , _
' . . ¢ . ’

= .61, approximately.

!

Example 2. X = (0,1,1,2,3,6,7,7,8,8). This score distribution is
bimodal, with a®gap separating the gcores of the half labeled "masters"

from the half labeled "nonmasters." This more closgly represents the kind

2

of score distribution one would loék for when administeting a test designed

. to separate the examinees into two groups. Here, -
1|, P
- 15 L(fo + £+ £) + (fy ¢3(1,2)) +(f6"4’6(3’3)) _+ (f7 + §8) ]
(note that f, = fx= 0)
4 5
- 2 3.5 6\~ 2 |
L 3
- 1—(1) (1+2+1) + (l'jfi (j)(l;-j_)>+ (3)](1) + (2 + 2)]
| 8 8
. - (4) . (4) ) »
. . -1 3:10 3-10 20-2 o
o |* Y "0 *— 70 * 70’”‘}
"1
. 10 [ 4 + .429 + ,429 +.571 + 4] ) .

1

1
-0 [9.&29]

r ;gh, approximately,
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Example 3. Lest one be tempted tqyatttibute the difference in _ '

values of\B to the fact that the variance of the second score distgi—
3

bution is about two and a half times as large as that of ‘the first

i 2
‘example, it should be pointed out that the magnitude of B does not rely .
on score‘variance. Thus, for X = (6,6,7,7,7,8,8,8,8,8), whére all ex~
[ 4 ?

. aminees are classified "mast&rs" and where the score variance is only

about a sixth as large as that of the first .example, B = .91. St ) -
v * J N

. i
Adjustment for odd number of items .

Thus far it has been assumed that the test has ‘an even number of

\ items. If n is odd, a test split is defined as tesulting when one item ’
y .
- is deleted and the remaining n-1 (even) items are-divided into two sets, -

ES

‘each containing = ;

for even and odd n, except that in the latter case we first perform an

L items. The procedure er computing 8 is identical

additional step, for reasons explained in the appendix, replacing f by
" (n - x)f + (x + l)fx+1 —
for X ~,0,1,...,n—1 and then uging n-1 in place
. / .

n

: - of n in the computations of k and ¢ (a,b).

Properties of‘Coefficiént 8

~

¢ 1. Coefficient B is additive; it is the mean of its component parts.

Thus each person's score makes a contribution to the value of B. More—

over, it is apparent from Equation\(B) and from the analysis given in
the appendix that as a score approaches, the point 2k-1 (where k isﬂghe half-
test cut-off score, as defined for equation (3)), tt-contributes success-
ively less to the value of é; a seore of 2k-1 contributes zero. If C

oy .

repregents the (integral) .cut-off score, 2k-1 is either C or (as in thia:exw

v . ample) C-1. (See Marshall (in press) for a more‘khgrough discussion.)

. . 4 ‘

Vhat this means is that 29 scoreidepart from the cut-off, the value of 8




.
. . .
a . . .
w
a
“ t
-

increases, a fact that is consonant with the notion that B méasures,

LY » * o

consistency of dichotomous classification.

. \ .
2. Coefficient § is variance-free in ‘the respect deemed most important
. »

by ¢ritics of a va;iance—depquent CRT reliability coefficient: B can

take ,on its full ranga“df.[o; 1] even though the total score variance

-

is zero, debending on the relative locations of the cut-off score and the

-

-

(siggle—membered) set of test scoréds. It is, however, vérigﬁée—dependene

-

in other respects. As the variance approéchés‘its maximum, coefficient:
beta approaches 1, which is reassuring since maximum variance obtains
cnly when sgores on an n-item test are equally divided between O and n,

A .

which scores indicate the clearest possible separation into masters and
. . o N
nonmasters. Furthermore, if B is zero, then variance is zero. These-

. facts céh be easily summarized: if variance is high, B 1s high; if
variance is low, there 1is no restriction (within its range) on B. {
3. For a given test type and criterion level, the value of f 1is not

M ’ .
affected by the number of examinees.
‘ -

Y

4. {fr a given test type and criterion level, the‘value of B is, however,
affected by the number of items: B increases as the number of iterms
increases. A study using simulated data (Marshall, in‘&iess) indicates

" that although shapekof score distribution also has some effeci, one can

'y .
prophesize reasonably well the value of B for a test twice as long via

~ B (3+8) '
the formula 82 = 0 0 This formula, arrived at from purely

) n 2(1 + Bn) . .
empirical grounds, is the arithmetic mean of the values obtained from

. the Spearman—Browh prophecy formula f(8) nr%% and the prediction f@) = B.
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5. The value of coefficient Bais'(usuelly) different fon,different
criterion levels. fhere are ‘a total aof n/2 meaningful crikerion le;els
for an.n—ieem test, siuee formule'kB) utilizes k, “the cut-off scere~

on a half;test. As criter}on level, expressed es a fraction, apnroefhes
its meanin;fdl limits of 2/n orvl, B generelly tends toward 1, parti-

culerly for symmetric unimodal distributions.

.
v .

Relations with other test indices - . ' .
All results reported in this section are based”on simulated data and

are preated in more detail in a forthcoming report (Marshall, in.press).
. ’ LN ]

1. There seems to be a fairly high correlation Jacross test types between
\

« (i.e., KR~20) and B, the mean value of B over critérion levels.

4

2. There is little 1if any connection between B and the inhdex of efficiency,
u (Harris, 1972), except that for unimodal score distributions the
fluctuations of the two indices over criterion level ﬁeem to be d{;osite

in direction. . , : -

3. Fon tfiierion levels most likely to be usedvin an actual Eest (1.e.,

from .6 to .9), B has a moderate correspondence with the phi toefficient,)
1 , .

when the phi coefficient is calculated from a four-fold contingency

. table whose_cells are the means of all possible split-half classifications,

\J
under which conditions the phi coefficient can be ‘tonstrued to.be a

single—administration'index. Under these same conditions, phi is iden-
(ticai to Cohen's kappa when calculated' from the same table. Thig co-
efficient is in turn a close lower bgnnd to the® mean of all possible
split-half kappa coefficiente.

4. For tests yieiding unimddal score distribufions, B seems to be

measuring much the same thing as does k (Livingston, 1972) For

11

-




these unimodal Jistributions, both B and k:x have somewhat similar .
- . —

ranges of values and patterns of fluctuation over criterion level.
) : @ \ o
_However, and just jj/;mportant, this close relationship does not hold

a

for bimodal distributions. The reason ié that B*1is sensitive tq;(has.

minima; over criterion levels, near) the mode(s) of the score distris
bution, whereas‘kix is sensitive to (has minimum,ozsr criterion levels,

at) the test mean. In a unimodal distribution the mean and mode are
usually proximate and the effect is the samé; this is, of course, not

genefally case for a bimodal score distribution) Figure 1 shows the

-

fluctuations (over criterion level) of B and k:x for'a unimodal and a

bimodal distribution, and shows the patterns described ahove.
‘ ’ -
A
Discusgion

Although attention in this paper has been focused on criterion-
referenced tésts, it should be pointed out that coefficient beta is
applicable-any time that it makes sense to look at reliability as

consistency of classification or consistency of decision-making based

~
on scores from a measuring instrument, provided tHat the decision is

~

bésed pn some sort of cut-off point expressable as a percent of items

" responded to in a certain maﬂheq. ‘

s

.

Second, coefficient beta can be used as a tool to help-a criterion-
reférencea/kest developer search for the cutting scdre which best sepa-
rates a population into two classifications. The procedure would be,
given the test score distribution on a_nlarke, repredentative samplg of ’

the population, ta calculate coefficient beta at all of the meaningful

9

T

L4
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Yy . riterion levéls wh%ch fall within a predetermined "acceptable range
. ¢ ) Iy . -
K (e g. [.7 Q]), and then select that criterion level which yields :
. ' the higHést coefficient beta. .., .. < o ‘ L
'_-',: [ , Y . v .';

Third mention should be made of the fact that if students respond

-
s "

- ‘ randomly to.the answers on a. test, the resulting coefficient ‘beta would °
not be zero, as might be eﬂpected with a traditipnal reliability measure.

) _In fact, depending on the number of items, the criterion- level and the

o . N

. numbex of options per item (assumlng a multiplejphoice gest), coefficient
beta could take on a rather high value, poSS1bly even 1, From a tradi-
tional test theory standpoint, this is disconcerting. Yet, looked at

from a CRT point of view, it is understandable: for if all examinees

«
{

- respond randomly to a test, that is a clear indication tha;)rhey are

about_as-far from mastery as 1is possible; the high value o coefficlent

" beta isran‘indicant-that the test ‘is classifying them as such, and

T reliably so. Nonetheless, a test constructer might want additional test

o tryout information before passing judgment about:the ipstrument's

i ' reliability, as would be the case in the construction of a NRT.

9 ‘ . Fourth, this paper has been concerned only with tests whiclh result-

in a dichotomous classification, whereas some commercial programs prefer
) 14 - .

Ito.have available a middle classification as well. It ‘is shown in the

1

appendix that coefficient beta can be extended to encompass such a

trichotomous classification situation,
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‘ _Definitions " . : | /‘._ v )
/ I ’ : g" / ) - R - - , .
) Let - . - " : / . )

N = the number of examinees; . "7\ S

In ; -the number of test items, u\;\hj T
ip = the pth person's total score, p » l/...,& ~ ;~ R
£ 7 ¢ = the criterion level, expressed as a ‘fraction (d <;£l);
| k .= the smallest‘int':eger‘a = E%aJand‘hence the minigum r;

§ - '..‘L -

_(” : ‘ number of ftems in a half-tegt*.that must be answeréd

[
correctly to receive a mastgry classification on that ’

. . q‘ - P N
L half-testy and”’ o ' ,
! - J ] P, '
X, 5 X, = the pth person s scores within the two half-tests, . )
1p®> “2p & 2
. N ‘
and hencesX, + X =X . } . o oo .
' Ips 2p P ' - ,

n\ - / "\
' There are ( /2) = Y, possibld split-halves of the n items, if ‘
- bl N Y
one considers each half to be labeled (1.e., for a two-item test the b

j split l / 2 1is different from 2/ 1 For each bair of split—- {
'halves,/ construct a four-folﬂ mastery (+) / nonmastery (-)'contin—
3 ‘ /" . '

gency table*

3

+ - o
. , 4
+) A|B
oy
: . ) -{c|p .
;-

. ‘ N . )
(! / : A

S A+D e

and Mefine .- P‘B.—ﬁ— . .
" ' " L4 .‘

-

L
For now, only tests with an even number of items are considered.
.Tests with an odd numher of items are dealt with- later.
, , “«

O ‘ C e ) 4 . i 1 7 kK
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Then 8 is the mean of P taken over all v possible test splits (s):

«“ . [

. 1 v - . “ -
B=S = P T
s
. s=1
N , ‘
- 1 A+ D, )
v N .
8 :
. } _ 1 (ZAB +.ID_ ) R ’ ' .
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Anélysis of the coefficient

For any éiQenstest, the set of pessible scores for an individual
is '{Q,l,...,n}; For computational purposes,?this is partitioned
into' five subsets, one or more of which ‘may be empty for a particular

[

n and k;- ‘ ; ’ . . ﬂ 7
(‘5-—‘ Sl = {O,Q:-,k—l}
¥, s, = {k,...,2k-2}
s3 = {2k-1} '

{ n ]
S& = {Zk,..:, /2+k—l} ‘ .'
n
SS = {E +¥<,...3n‘}.

(Note that k=1 implies S, = { }, and k =% implies 5, = { }.)

Then consider scores in each of the five subsets: A
i 3
1. For Xp € Sl,.chi k. Thus mastery on a half~test-cannot be -

\ \

obtained n6 matter how the test is split, since both X, and X must o

. 1p 2p
necesghrily be less than k. Hence all persons with f; € S1 will
contribute to D, as defined in-the contingency table abhve, for ali v

test splits.

.7 Q _ . * . ].8 N h




g kX Xp& 2k-2. Here some splits will contri-

bute to B or € (for example, Xp = k+l; le =k, sz = 1) apd some

will contfibute to D (for example, X = 2k-2; X, =X . k-1).
. . P . Ip "2
The obvious question "Which splits?' becomes a problem of combina-

2, For X €8
B

torics. Since only A and D enter into Equation A.l, one need not

'

be concerned with contributions to B and C. (These will be equally

divided among B and C betause of the symmetry implied in "labelliné"

-
M . ~

the_hhlves of the test.) - 4

~ - .
The queltion then reduces to "For a score of Xp € S,, how many

N

D-categorizations will result?" This will happen when neither half-

test is mastered, i.e. when both X, ,X -=< k-1.
. 1p" 2p

1 -

-— —-l\“; . .
Define X and‘%xisw as vectors of 0's and 1's indicating *

1p
P AY .
incorrect/correct respgﬁSes to items on each half-test. If dne vector

N

¥

has k-1 1's, the other has 'Xb—(k—l) 1's. Moreover, since Xp € 82
and hence Xp-‘& .2k¥2; if'q’foli%s that Xp—(k—l) =< k-1. - Thus one is

interested only in those'pﬁg}s of véqtors in which the number.of 1's
1 .

—(k— = k-1.
\_ In each is between these two limits, namely Xp (k-1) = both le,sz k-1

\ .
Moreover, since in the .total scpﬁe there are 'x 1's, therée are.
‘ | )
.
-n—Xp /0'9. In the half-score¥ iﬁ‘;here are j 1's, there are Ry2 -y

- %k

N

. 0's. Thus, foi',Xp € S,, we can pick pairs of vectors which will

. kr_l X n-X '
yield D-categorizations in = . 3 n, - 3 ways.
" j=X-(k=1)

\

I w -

3. For ‘Xp € Sq, X; = 2k-1. Thus the most "balanced" split will
yield 'k 1's in one vector and k-1 1's 1in the .othex, indicating

mastery in the first case and nonmasterf in the second. Other, less

15 ,
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-2, For xp € 82’ k £ xp& 2k-2. Here some wgplits will contri-

bute Fo B o;.C (fo? ex?mple, Xp = ktl; le-- k, sz = 1) and some

will coptribute to D (for exXample, Xp = 2k-2; le = sz = k-1).

N The obvious huestion "Which splits?" becomes a pfoblem of combina-

-

torics. Sinte only A and D enter into EquagionrA.}, one need not

o

be concerned with %onfributions.ro B &d C. (These will be equally

%

divided among B. and C because of the symmetry implied in "labelling"

the Halves of the pést.) v

The question then reduces to "Foér a score of Xp e S,, how many
D—categorizatiq{g will .rgésult?" This will happen when neither half-

test is mastered, i.e. when both X, ,X, =< k-1. )
' 1p’"2p 4

™

— -—
. ' '
Defina le and. sz as vectors of 0's and 1's im_;licat‘ing \
’ q

incorréct/correct responses to items on each half-test. If one vector
. .4

" has k-1 1's, the other has Xp—(k—l) 1's. Moreover, since Xp e'.82
and hence xp.:s 2k-2, it follows that xp—(k-l)is k-1. Thus one is

»

interested only in those pairs of vectors in which ghe number ofWl's

m in each is between these two limits, namely Xp—(k—l).“. both le,xzp = k-1.

., Moreover, since in. the total score there are Xp 1's, there are
'n—xp 0's. In the half-score, if there are j 1's, there are B2 -
0's. Thus, for Xp € 82’ we can pick pairs of vectors which will

) k=-1. X n-X,.
.yield D-categorizations in . > j ny -3 ways.
" J=X~-(k-1)

3. For X &S, X = 2l Thus the most "balanced" split will
yield 'k 1's in one veetor and k-1 1's in the other, indicating

mastery in the first case and nonmastery in the second. Other, less

20
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~y

. . i
. y T
"balanced" splits will yield more extreme allocations of 1's, resulting

in the same mastery/nonmastery classificatton. "Thus, for all Xp € SS’

no split contributes to A or D.

4. For xp €S 2k < xp <B4 k1. This case 1 similar to that °

. 4’ 2
of S2’ Some splits will contribute to B or C (for example, Xp = 2k;
le = k+], X 2p = k-1) and some to A (for example, X.p = 2k; le = sz 7.k)'

Since xp:z 2k, _it cannot be that both Xl , X -< k, and hence there

are no contributions to D. Again we ignore che contributions to’B and
‘this time focusing attention on the contributions to A. L : o
In this case, one needs to count those vectors such that hoth half-

o

sz?..z k. If one half—test

?

tests are mastered, i.e. where both xlp,

uecﬁbr has k 1's, the other has X -k 1's: But X €8 imblies
P P 4

Xp._ 2k, which implies k = vak Thus one 1is nterested only in ‘those
half-test vectors such that k= both xl »X 2p =% X -k. Using reasoning

identical to that of case S2’ the total number of splits which will

-

) . k /X . n=X
contribute to A for Xp € 84 is ;Ei 3 n/z_yé .

5. For X e} S X, = "/2 + k. This says that half tl{e items

plus_at least another k items are answered cortectly, and thus both
xlp,xsz: k no matter how the test is split. Hence all v splits
contribute to A. : ‘ ,

The coeffidient

-

The above analysis yields an equation for B, the mean split-half

coefficient of agreement. For xp 'in each of the five subsets, de-

" fine the following functions ¢i(x), 1=],...,5 ¢

21




1. for 0= X = k-1 6 (X) =1

P . . , - ( ' L
j .
k-1 X n-X n\
2. " k= X £ 2k-2 ¢2(X) = Z (j (nyzﬁj n/2
. . - 3=X=-(k-1) - o
3. ° X = 2k-1 ) $3(X) = 0 .
n-X '
' - 4. oy (X) = Z ( n/z_j /(n/z .
3. 4500 = 1
Here, (X) is the proportion of splits whi.ch contribute to A or D for

a/given score X. ‘ﬁ

Then Equation A.l can be rewritten

@

/‘ »

(A.2) B=—2¢ ®) B T
p=1 "

where the index 1 depends on the value of Xp. Hence B has range

. . [0,1]; it is O when all Xp € SB; 1 when all Xp € SIU SS'

Although Equation A.2 sums up the analysis rather simply, it is .
~inefficient fér computing purposeg. A more ,effficieng method is to
generate a frequency distribution of total scores, and compufe ¢1(X)

only once for each possible value. In general, let f_be the fre-
quency of score X, X = 0,...,n, Sf = N, Then )
X=0 * :
‘ n

23 .40,
NX=0 x 1

where again the index 1 depends on the value of X.

o 22




) - . ) .
] - N . i
. A6
~ . 4 ! .
3 More explicitly, since for some values of X, ¢1(X) =Qor1,

LY
. e

a--[éf :

=0

k-2 §-+k-‘ ' f
2 fd2(X) + F £y (X) +. Zf I
e X Xzak X'ﬂ-t-kx

- -

N - ﬂ -
. 2k 2 2+
v 1 \
- £+ f - 4\ X-[k-1], k=1) + £:9] (c,X-k) * *, Zf
N 2 X=k x Qx Xt% 'i"‘ x
/ o
. where . b (X) L n=X -
3/ (n7,-3 : -

Adjustment for odd n ~ '

v o
9

%1 b
' For an odd number of items, a test split is defined as resulting

LY

when one item is deleted and.the remaining items are divided into two
. ‘ @

In this case, k is the smallest

n-—

2

The item deleted may be chosen in n ways, each

sets, each containing

.integer, > Eﬁglll .

i;uns.

-

Hence there are

=,

yielding a distinct set of n-1 1items to be split,

o)

’ o
((nfz)/ ) possible split halvesy if onme again considers each half to

”

"be labeled.

{_
—~
For person p, with total score Xp, the response vector Xp has
Xp 1's and n-Xp 0's. Thus; for person p, Xp of sthe n possible

L 4

"choices of the deleted item‘willjfésult in a set of n-1 itéms con-
. b .
choices will result in a set containing

~
taining Xp-l 1's, and n—Xp

-




AN,

Xp 1's. Thus the contribution tos coefficient p for person P, rather
n—
than ¢ (X ), will be _2¢ (X -1) + E ¢1(X ) and hence, taking

N

the mean over persons, B = N p%l[x ¢:F(X 1) + (n—X ). ¢1(Xp)]

-

As before, it is necesséry to compute' ¢1(X) only once for eath possible
N }
value of X.

-

But also as before, the computation is more efficient if we utilize

the frequency distribution of “total scores. Recall that for a score
n

of Xp on n (odd) items, for n—Xp choices of the item deléted the
total score on. n~1 items will remaifi at Xp, and for Xp‘choiws the

total score on n-1 items will be reduced to . Xp—l.’ The.effect is
. ) .
that of a transformation, -—-Eb , on the set of total scores. In symbols,
X -—t—>‘X in -I—l;—;-}-(-of the cases;

X —t» X-1 din

S .

- of the cases, and hence

X+1 ~t—:-> X in X—:l of the cases.

Hence, a total score of X 1is arrived at with frequency
- )

X+1 )

n~X . V4
g(X) = = fx + —==f - -(Note that, sinceé ”‘fn-i-l 0,
n-n nt+l Ay n-1
gn) = —f + — f = 0, and therefore Eg(x) = 2 g(X).
n ‘ n n+l X=0 %=0
n-1
Furthermore, it is easily shown that > g(xX) = Zf «) Thus,
X=0 X-O ’

~ taking the mean over the transformed frequency distribution of total

scores, coefficient beta is

\




). . . u - ’\
p-1% - o
= g(X)- ¢, (X) - -
: N x<0 1 :
/ » — ’ : ‘
n-1 .
1 n-x x+1l .
‘N EE; n fx + n ‘fx+l ‘¢1(X) ?

B
-

Where'onée again the index 1 depends on the value of X. Thus, in
Jpractice, the computation of 8 is identical for the cases of even'and
odd n, except that'in the latter case one first performs an additional

(n—x)fx + (X+l)fx+1 for x =‘0’1,...,n-"1

step, replacing .fx by
: n

and then using ;p—l in pla%g of n 1in the computatiéns of k and ¢1(X)a
. T

.

Coefficiént beta and trichotomous data

The authors of .some commercial instructional programs, such as

‘Developing Mathematical Processes (DMP Staff, 1974), contend that

mastery/nonmastery #lone is not a sufficient categorization of test

-1
results, and that more valuable information and more appropriate teacher

I3

options become available if the test result data are trichotomized.
Coefficient beta, as outlined above, is clearly not sensitive t6/such

a trichotomization sceme.

2

The trishotomous coefficient of agreement in such a situation would

-

be equal to N

A+E+
Ty

based ot the table s

P

+ k= ‘ | “
. +|A|B|C '
* DIE|F » .
-lelr|I )

N )




ﬁhefe the symbols +, *, - stand for the three categorizationé. If

a coefficient<analogous to B wete to be applicable to this sort of

. ) vA +E +I L
) set-up, it sho\ﬂdfbe equal to’-— EZ N y or the mean split-
. B-l N

-

:halﬁ trfchotomous coefficient of agreement.
K £ As it turns out, such a coefficient can'be deriﬁed,'although the
b , derivation is not presrnted here. The a alysis .of this coefficient,

'although more complkex inm places than that for-g, is essentially parallel
to that presented earlier. Insted& of partitioning the set {0,...,n}
into £ive gsubsets, one partitiqﬂs it into seven. Recall that for ;
coefficient B8, k 1is the miﬂimum number of items on a half-test thatn
mustﬁhe answered correctly“in order to receive a mastery classification.
If, for trichotomized data, one in addition lets £ be the minimum num-

ber oﬁ itemshon the h%lf -test that must be answered correctly in order

xUA

to reaeive the mid&le classification, then the seven subsets of {0,.;.,n)
s « - ,
togetﬁ?r with tq’ir corresponding values of ¢1(X), i= l,... 7 , are
/f’f‘/ iy
Sy = {0;&/ 2-1} $1(X) = 1 o,
. 71" ) . .
i | % X\ / n=X n
S, ¥ 18,...,22-2} $2(X) = ( )4(:1, -3 n ) :
’:, > yuxo(z-1y 2 /2
s= (24-1) $3(X) = 0
:;,I»” S U2 .
i b X n-X n
§, = {22,...,2k-21 ¢y (X) = :EE ' ) (n/ —j), (n/ )
A j 2 2/
_ Jeu, o
5, ;{zkf-l’) 450 = 0 )
BN X-k (X\ n—)i n
- k + k-1} - X) = , ( ) ( 3
5, = {-g-»- g‘,...,n) | ¢7(X) -1

.
| 26
L
- - r
:




LU i‘/ et _ 3
eTe - X
; ~ A-10
/- , '\ :
. ) R ' N )
. where* . 0<% <k j;% ’ . - . .
: ~  uy = max(%, X-[k-1]) , : '
’ >, :‘ 1 \' . . n -
' ‘ and u, = hin(kjl, X-2). , . . )
{ - } ~4 ' ‘
" Note that =1 implies S = (3 and k ='% imglies S¢ = { 1. \\
“\ | " ,. . ! A\ \\ ’..
X S , As before; the computation is made more efficient by utilizing the ’ \
3 P 3 ftehuency distribution of total scores, and hence a formula for*BS, the ’T'
. mean”split4half trichotomous coefficient of agreement, is - « \
- B ) L 0 .. o . ,4 | |
37N o @ N A\
Since ¢i(X),is Oﬂﬂor 1 inwfour of the seven cases, this can be more ) ' \f
. ' _ : ’ ’ . \
explicitly fewritten |
'1 -1 o 20-2 2k-2
B. == 2 £ ¥ 2‘ £ . (x-[z-l}, 2~1) + Z £r 0, (u ,'u ) -
. 3 N x < 1 -
. ) . l - .\—e»o . {}“f N _ ‘
. . S 2 k—1§§“*_ n
: z' fx- ¢x(kf‘ X-k) + §n fx , |
o : X=2k . , X= 5 +k . £
¢ . . . i
where S (x) ( n-o ) o ‘ : : ,
L S TASIE VAR - . '
' ¢x(a$) = S ' n ' - _
., E © ‘5 j_"'"'a (n/z) ) _ - ' o
-and uy and u, . are as above. < ‘\ ot o
+

The trichotémous coefficient incorpdrates the same adjustments ' |

for an odd number’ of items Q_\goes the dichotomous coefficient, ex-

s 'cept that nﬂl is used in calculating 2 as well as k and ¢ x).

-
‘ '
» 0 . ~

. P
T Q. . L . ‘2’7




A-11

A

-

Note that if the test is multiple choice, the lower of the two

criterion levels should not be set near the percent of items,which .
should be answered correctly due to chance, as thié~wou1d result in
s t ' . ;
R - 3
unrelidble: classification decisions between the lower two categories.

In this case, if there are a‘significant number of nonmasters_in the

.

populatio;>\thé value of 83 would tend to be rather low, as would be

expected. N ’ i
Ftes . 4




